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On OpenSuperQ



Horizon 2020 Project OpenSuperQ

Overall vision: to build a hybrid high-performance quantum 
computer of up to 100 qubits and to sustainably make it 
available at a central site for external users.



Project Partners

4 Universities 2 R&T 
Organisations

4 Industry Partners



Partner Responsibilities
• Saarland University: coordination and management, benchmarking, firmware applications and theory 

• ETH Zürich: chip fabrication, measurement, cryogenics and wiring 

• Chalmers University: chip fabrication, control and modelling, applications 

• University of the Basque Country: modelling, quantum algorithms and useful applications 

• Forschungszentrum Jülich: modelling, high-level software and simulation, hosting 

• VTT: readout and amplification, packaging, 3D integration 

• Bluefors: cryogenics, cryo-wiring 

• Zurich Instruments: hardware and software for readout and control 

• Low Noise Factory: microwave technology 

• Eurice: project management, exploitation and communication



Full Hardware and Software Stack

Integrated unit? 
Second part of  
the talk!



Classical Infrastructure

• Helium dilution cryostat 
• Copper plates to maintain 

temperature at different stages 
• Quantum computing control system 

• AWGs 
• Quantum analysers 
• Programmable system controller 

• LabOne® instrument control 
software to connect to higher level 
in the quantum stack



Package and Chip

• Package for microwave I/O 
• Flip-chip 3D integration 
• Array of coupled qubits



Josephson Qubits

• Superconducting transmon 
qubits based on Josephson 
junctions



Software

• Run in a central facility 
• Programming interface for users 
• Operable in a high-performance 

computing environment 
• Tight integration with classical 

computers



Programming and co-
designing in the NISQ era
What can you achieve with deep access?



NISQ



Reducing the size of the quantum 
operation



Modern variational algorithms



QAOA / Digitized AQC for 
combinatorical optimization



Direct implementation with reduced 
compilation

Lacroix et al., arXiv:2005.05275 (ETHZ)



Digital Analogue QAOA

Digital Analogue Scheme 
• Start with fully connected graph 
• Use single-qubit operations to ‘steer’ this resource 

Hamiltonian 
• If resource always on simultaneity of resource and single 

qubit ops causes error

DA-QAOA 
• QAOA problem Hamiltonians suit DA scheme, easy to 

express 
• QAOA can use variational freedom to ‘eat’ coherent DA 

error 
• Faster single-qubit operations improve performance

Hardware-co-design in progress D. Headley, T. Müller, A. Martin, E. Solano, M. Sanz, FKW, 2020



Analog gate design



Ingredients

System
design

System
characterisation

Open-loop
gradient search

Closed-loop
pulse

calibration

Pulse
update

Measure
F

Experiment

Closing the loop

D.J. Egger and FKW, PRL 2014

Gradient search on simple Ansatz

S. Machnes, E. Assemat, D. Tannor, FKW, 2018
S.Kirchhoff, T. Keßler, P.J. Liebermann, E. Assémat, 
S. Machnes, F. Motzoi, FKW, 2018

Calibration 
results DB

Construct gate 

Calibrate pulses 
(model free)

Find optimal pulses for 
universal gate set

Construct gate sequences  
to evaluate pulses (ORBIT++)

Initial model
Find model which 

best matches  
calibration process

Initial pulses

Model identification with AI 
(C3 - Combined Control and Characterization)

S. Machnes, N. Wittler, F. Roy, K. Pack, A.S. Roy, 
M. Werninghaus, D.J. Egger, S. Filipp, FKW
arXiv 2020



The breakthrough
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Figure 1. (a) The dashed lines show the analytic DRAG
pulse, with ⌦x in red and ⌦y in blue. The solid lines show the
same pulse sampled by the AWG. The optimization param-
eters an and bn of the piecewise-constant pulse are depicted
as modifications of the sampled DRAG pulse by grey arrows
and dashed lines. (b) Ideal Bloch sphere trajectory of the ⌦x-
pulse. The rotation angle ⇥ is given by the total area under
the pulse.

thesizing this signals by an arbitrary waveform generator
(AWG) results in real-time control over phase, frequency
and amplitude [44].

In a frame rotating at the qubit frequency, the trans-
mon Hamiltonian is given by

Ĥ
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= � |2ih2|+⌦x(t)
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where terms rotating at twice of the qubit frequency have
been omitted. The i

th level of the transmon is denoted
by |ii. The operators �̂

x
j,j�1 =

p
j (|jihj � 1|+ |j � 1ihj|)

and �̂
y
j,j�1 = i

p
j (|jihj � 1|� |j � 1ihj|) couple adjacent

energy levels. Therefore, ⌦x-pulses at the resonance fre-
quency !01 drive rotations about the x�axis of the Bloch
sphere spanned by {|0i , |1i}, see Fig. 1. The total area of
the pulse envelope defines the rotation angle ⇥. The rota-
tion axis can be freely chosen in the xy-plane by changing
the phase of the drive signal �. By selecting � = n⇡/2

(n = 0, 1, . . .) and ⇥ = ⇡/2, ±X/2 and ±Y/2 single-qubit
operations are realized.

Since transmons have a low anharmonicity, fast pulses
with a wide frequency response lead to leakage out of
the computational subspace defined by the two lowest-
lying energy eigenstates. This process is suppressed by
derivative removal gates (DRAG) [6, 45, 46], designed
to reduce leakage and phase errors caused by inadvertent
driving of the |1i $ |2i transition. The first-order DRAG
correction (Fig. 1(a); dashed lines) to a Gaussian shaped
pulse ⌦x(t) = A exp

�
�t

2
/(2�

2
)
 

with amplitude A and
width �, is

⌦DRAG(t) = ⌦x(t) + i
�

�

d⌦x(t)

dt
. (2)

The correction in the imaginary component of ⌦DRAG(t)
with the scaling parameter � eliminates the spectral
weight of the pulse at the |1i $ |2i transition.

Although being designed for fast, short gates DRAG
fails to produce high fidelities when the gate duration is
lower than ⇠ 10/� [6]. To overcome this, either higher-
order correction terms or pulses with more degrees of
freedom have to be employed. To find suitable pulses
we use a parameterization that applies a correction �n =

an + ibn at each point in time to a calibrated DRAG
pulse, similar to common optimal control approaches [17,
47]. This results in a list of piecewise-constant control
amplitudes

⌦n = ⌦DRAG(n�t) + �n, (3)

as shown in Fig. 1(a). The time discretization �t is
naturally given by the sampling rate of the AWG gen-
erating the pulse envelope. We use a Zurich Instru-
ments HDAWG [48] operating at a sampling rate of
fs = 2.4 GS/s. The optimization parameters are the am-
plitude corrections an and bn to the n-th sample of ⌦x

and ⌦y, respectively, with the initial guess an = bn = 0.

A. Pulse parameter optimization

Since the parametrization in Eq. (3) no longer permits
an individual optimization of each parameter we simulta-
neously optimize all of them using the Covariance Matrix
Adaptation - Evolution Strategy (CMA-ES) optimization
algorithm [39] (see Methods section). It is based on gen-
erating sets of parameters Sk that describe k = 1, ...,�

different pulse shapes as candidate solutions. The param-
eters in Sk are defined by the parametrization of the pulse
shape. The fidelity of each candidate solution is evalu-
ated by a cost function, which serves to generate a new
set of candidate solutions. This process is repeated until
convergence is reached and the best solution is found.

As a cost function we use randomized benchmarking
(RB) sequences with a fixed number of m Clifford gates
[27] averaged over K sequence realizations, see Fig. 2(a).
This corresponds to evaluating only a single point in a
standard RB measurement [49, 50] which reduces the
runtime to evaluate the cost function. We construct the
Clifford gates by composing ±X/2 and ±Y/2 pulses, each
based on the pulse shape defined by Sk, see Fig. 2(b).
The average ground state population p0(m) of the final
qubit state defines the cost function, which is maximized
by the optimizer. To estimate the fidelity of the opti-
mized pulses we finally perform a full randomized bench-
marking measurement.

B. Fidelity estimates of optimized short pulses

We optimize single-qubit pulses of varying duration
ranging from N = 10 to N = 26 samples per pulse, corre-
sponding to a duration ⌧ = N ·fs ranging from 4.16 ns to
10.83 ns. We use K = 20 sequences of m = 120 Clifford
gates. Each sequence is measured 1000 times using the
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Figure 2. (a) Single-qubit Clifford gate sequence of length
m. (b) Schematic visualization of the composition of a Clif-
ford gate from ±X/2,±Y/2 pulses based on a specific pulse
shape. The ⌦x and ⌦y components are displayed in red and
blue, respectively. (c) Simulated datasets showing the cost
function for m = 120 Clifford gates as a point on the full
randomized benchmarking curves for several fidelities. (d)
Experimental data of a full optimization run for a 23 dimen-
sional parameter space. The blue points represent the cost
function of each candidate pulse shape based on a unique pa-
rameter set Sk evaluated using 20 Clifford sequences. The red
points represent the average cost function at each iteration of
the optimizer.

restless measurement protocol [38] at a rate of 100 kHz.
We first use the CMA-ES based optimization procedure
to calibrate DRAG pulses, defined in Eq. (2). For this
we choose the amplitude A, the DRAG parameter � and
the sideband frequency !ssb as optimization parameters,
i.e. S = {A,�,!ssb}. The results of our CMA-ES based
calibration is shown in Fig. 3 (blue circles). The result-
ing fidelities compare well with standard sequential error
amplification calibration methods [46]. The optimized
DRAG pulse then serves as initial guess for a second op-
timization step in which we extend S by the amplitude
corrections to S 0

= {A,�,!ssb, a1, b1, ..., aN , bN}.
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Figure 3. Fidelity measured with RB as a function of
pulse length for optimized DRAG (blue circles) and piecewise-
constant pulses (red squares). Simulated fidelities are shown
with red dashed and blue dotted lines (see Methods). The
dashed black line indicates the T1 limit on the gate fidelity.

For gates longer than ⌧ = 6 ns we find a constant
fidelity of F = 99.87(1)% both for the DRAG pulse and
the piecewise-constant optimized pulse, see Fig. 3. For
gates shorter than 6 ns we observe a decrease of fidelity
for the DRAG pulses consistent with the 10/� limit (see
the grey line in Fig. 3), while the fidelity of the piecewise-
constant optimized pulses remains constant even for the
shortest gate duration. Drive power limitations prevent
us from implementing gates shorter than 4 ns.

To assess the influence of leakage on the shortest
4.16 ns pulse displayed in Fig. 4(a) and Fig. 4(b) we follow
the leakage randomized benchmarking protocol outlined
in [37]. The leakage RB analysis requires measuring the
probabilities pj to occupy the states |ji with j 2 {0, 1, 2}
after the standard RB gate sequences. The probability
p�1 = p0 + p1 = 1 � p2 of remaining in the computa-
tional subspace �1 = {|0i , |1i} is fitted using the decay
model A + B�

n
1 to find the average leakage per Clifford

L1 = (1�A) (1� �1). Here n is the number of Clifford
gates while A, B, and �1 are fit parameters.

Using the extracted leakage decay B�
n
1 we fit p0(n)

using the double decay model A0 + B�
n
1 + C0�

n
2 to find

the average Clifford gate fidelity

F =
1

2
[�2 + 1� L1] . (4)

The leakage rate of the optimized piecewise-constant
pulses L

PWC
1 = 0.044(25)% is five times lower than the

leakage rate of the DRAG pulse L
DRAG
1 = 0.29(3)%,

see Fig. 4(c). Additionally, we observe a reduction
of standard errors from 1 � �

DRAG
2 = 1.49(15)% to

1� �
PWC
2 = 0.44(15)%, see Fig. 4(d). The resulting av-

erage fidelity per Clifford gate, computed using Eq. (4),
is FPWC = 99.76(8)% for the piecewise-constant pulse
and FDRAG = 99.11(8)% for the DRAG pulse.
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Figure 4. (a) In-phase and (b) quadrature amplitude com-
ponent of the pulse envelope before (blue) and after the
piecewise-constant optimization (red), as represented in AWG
memory. (c) Remaining population in the computational sub-
space �1 for randomized benchmarking measurements using
pulses based on the DRAG and optimized piecewise-constant
pulses. The decay constant �1 characterizes the population
remaining in �1. (d) Full leakage RB analysis characteriza-
tion using a double decay with decay constants �1 and �2 for
leakage and standard errors, respectively.

III. DISCUSSION

Our results show that optimal pulse shaping using
a piecewise-constant basis improves the gate fidelity of
short pulses, reducing leakage errors by a factor of seven
and standard errors by a factor of three. At longer gate
durations, controlling the pulse shapes beyond analyti-
cal DRAG pulses does not improve the fidelity. All our
pulses, aside from the DRAG pulses shorter than 5.5 ns,
are limited to an error per gate of 0.13(1)% on average.

The fidelities that we measured are, however, not lim-
ited by the T1-time, which sets an error per gate limit
of 5 · 10�5, see Fig. 3. Instead, the fidelity limitation we
observe may be explained by a dephasing proportional
to the Rabi rate of the drive [46], as illustrated by the
simulated fidelities shown in Fig. 3 (see Methods).

The improvements with more complex pulse shapes
come at the expense of long calibration times. Optimiz-
ing the longest pulse shape with N = 26 samples (i.e. 55

parameters) took up to 25 hours. To understand how this
time can be reduced we have measured the time taken to
create the pulse sequences, initialize the control electron-
ics, and gather the data (see Methods section). Creating
the pulse sequences and initializing the control electron-
ics at each iteration consumes the most time. Gathering
the required data is only a small fraction of the total ex-
perimental run time. With further improvements of the
control electronics, for instance an internal generation of
the 100 MHz side-band modulation, we expect further
significant reductions in the overall runtime of the opti-
mizer.

Our work demonstrates that optimizing – or calibrat-
ing – pulses with up to 55 parameters is experimentally
feasible. This opens up the possibility to explore more

Figure 5. (a) Experimental runtime consisting of processing
the pulse sequences (red right triangles), initializing the setup
(blue circles) and measuring the cost function (grey left trian-
gles). (b) Time per iteration of CMA-ES split into those three
categories. In one iteration the cost function of each candidate
solution in the whole population of size � is measured. Error
bars are smaller than the size of the data points. (c) Time per
evaluation, as a function of population size. Each candidate
solution in a given population requires one evaluation. As the
population size increase the experimental run-time to evalu-
ate a full iteration increases and the average time to evaluate
a candidate solution decreases.

elaborate optimal control methods on superconducting
qubit platforms. We plan to extend this scheme to multi-
qubit gates, where system dynamics are more complex
and analytic optimal control methods are not as devel-
oped as for single-qubit gates [16]. While a piecewise-
constant parametrization, as done for single-qubit gates,
is harder due to the long duration of two-qubit gates,
other analytical pulse representations, such as its spec-
tral components, will be explored to improve on gate per-
formance.

IV. METHODS

To optimize all parameters of the pulse shape simul-
taneously on the experimental setup, we have chosen
the Covariance Matrix Adaptation - Evolution Strategy
(CMA-ES) optimization algorithm as a noise-resilient
and time-efficient optimizer [39]. This algorithm opti-
mizes a population of � candidate solutions which are
normally distributed in the parameter space. The cen-
ter and spread of the distibution are chosen as starting
conditions of the optimization.

Generally, the choice of the population size � is a trade-
off between fast convergence speed and avoiding local op-
tima [39]. However, experimentally we have to consider
the time required to process the pulse sequences (i.e. the
time required to compile the pulse sequences into AWG
files), to initialize the hardware (including data transfer)
and to measure the cost function for different population
sizes �, see Fig. 5. We benchmark these three times using
a set of 20 Clifford gate sequences per candidate solution,
each with 100 Clifford gates. By dividing the total time
required to evaluate the entire population by � we calcu-
late the effective time required to asses a single candidate

M. Werninghaus, D.J. Egger, F. Roy, S. Machnes, FKW, and S. Fillip 2020

• Explore the quantum speed limit 
• Speed up gates 
• Discover an unexpected technical 

limitation



Many ways to write an 
algorithm



Statements for discussion

• Disruptive programming for quantum computers closely 
integrates software on and for quantum computers 

• We have not found the best paradigm to program quantum 
computers yet - adiabatic, gate model and controls are just 
first guesses 

• This cannot be done through a user interface to a walled 
garden, it needs deep access and collaborative research


