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Pattern 
Processing Lab
Theme: Human Computer 
Interaction, Non-touch 
Interface, Parkinson’s 
Disease Diagnosis, ADHD 
Diagnosis, Human Gesture 
Recognition, Handwriting 
Analysis, Recognition and 
Synthesis, User 
Authentication, and so on.

Dr.  Jungpil Shin
Pattern Processing Lab.

The University of AIZU, JAPAN

E-mail: jpshin@u-aizu.ac.jp

2021年10月3日
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Easy input without 
touching
We developed a system of non-
touch character input. It can be 
done by simply holding up your 
hand. It is also helping to prevent 
Corona infection.

Published in the newspaper, 
Fukushima Minyu, at Jan/5/2022

2022年
1月5日
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Human’s Life With Vision

Vision Computing Platform
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Main Themes To Contribute to Human’s Life
(Members: Shin, Okuyama, Tomioka, Nishimura, Asai, Suzuki, Fujimoto)

• Gesture Recognition
• Music performance support
• Abnormal activity detection
• Pose detection

• Disorder Detection
• Parkinson disease detection
• Developmental disorder detection

•  Autonomous Vehicle Control
• Reinforce learning
• Functional reactive programming/SLAM

• Visualization
•  Image generation
•  Galaxy simulation
•  Deepfake detection

• Computational Infrastructure and Hardware
• Deep learning computational environment
• Quantum-based algorithm
• Real-time AI accelerator 

Technical Themes To Contribute to Human’s Life



Implementationof  Vision Algorithms

Relationships and Current Results
• Research related to Human Activity Recognition based on members’ experiences
• 28 Major Journal Papers, 10 Conference Papers (2022)
• 3 Special Issues Editor of Major Journal, 1 Lecture Note Volumn Editor, 2 Patents (2022)

Research Plan
• Implementation and test of applications
• Conduct the theme, Vision and Sensor-Based System for Human Activity Recognition using 

Machine Learning (4 Sub themes).

Roles & Related Research Theme
• Coordinator of Cluster
• Gesture Recognition, Disorder Detection, Machine Learning and Deep Learning Algorithm

Gesture Recognition Disease Diagnosis User Identification Activity Recognition



AI-based Autonomous Driving

Roles & Related Research Theme
• Acceleration of vision-based networks with DNN compilers
• Simulators, real-time inference, and  reinforcement learning for autonomous driving (AD)

Research Plan
• Development of Reinforcement learning for ADs on low-friction surface road
• Driving simulator to realize real-environment using NeRF-related technologies
• Acceleration of DNNs with compiler technologies

Relationships and Current Results
• Investigation of latest DNN technologies related to hardware, vision, and AD.
• Decision on research themes related to AD based on members' experiences
• Development of AI-based autonomous driving cars 
• Compiler technologies for DNNs

Sim-to-real transfer for autonomous driving NeRF-based driving simulator



Relationships and Current Results
• Discussion about the acceleration of gesture recognition is underway 
• Highly energy-efficient CNN accelerator has been developed
• Face part-based deep fake detection method has been developed

Research Plan
• Realizing deadline-driven inference that can realize hard real-time image recognition by 

shortening the inference time according to the deadline
• To protect social media images so that they cannot be used for deep fake generation

Roles & Related Research Theme
• Acceleration of human activity recognition based on real-time DNN accelerators
• Image recognitions for safe and secure society (e.g., deep fake detection) 

Acceleration of Vision Applications

Real Fake

Deep Fake Detection and Proactive DefenseDeadline-driven Inference on RT Accelerator

Time

Deadline

Prop.

Normal



Relationships and Current Results
• Sharing knowledge on deep networks and reinforcement learning with other members
• Developing basic programs for BVH construction and rendering
• Investigating possible applications of hand pose estimation in computer music

Research Plan
• Designing and evaluating methods for fast ray tracing with machine learning techniques
• Seeking for faster hand pose estimation and improving accuracy for fingering estimation

Roles & Related Research Theme
• Acceleration of ray tracing by optimizing BVHs with reinforcement learning
• Fingering estimation for keyboard instruments based on hand pose analysis

Image Generation / Application of Hand Pose 
Estimation

Acceleration of Image Generation

viewpoint

pixel

screen

Application of Hand Pose Estimation to 
Computer Music



Symbolic and verification technique
for vision computing

Verification of properties of DNNImplementation of SLAM with FRP

Roles & Related Research Theme
• Implementation of SLAM with FRP to ease the porting of bottlenecks to FPGA
• Formalization and verification of DNN as a model of vision transformation with Coq 

Relationships and Current Results
• Sharing knowledge on DNNs and reinforcement learning with other members
• Designing a synchronous model of SLAM with FRP on C++
• Formalizing gradients and derivatives of vectors for back propagation with Coq 

Research Plan
• Seeking the design of SLAM program with FRP to ease the porting of bottlenecks to FPGA
• Developing verification methods of properties making DNNs for vision computing properly 

・
・

・ ・
・
・

𝑔𝑖: ℝ𝑛 → ℝ (1 ≤ 𝑖 ≤ 𝑚)
𝑓: ℝ𝑚 → ℝ

∇𝑥𝑓(𝑔 𝑥 ) = ∇𝑔 𝑥 𝑓(𝑔 𝑥 )
∇𝑥𝑔1 𝑥

⋮
∇𝑥𝑔𝑚 𝑥



Quantum Machine Learning

Relationships and Current Results
• Quantum machine learning is not yet at a practical stage, but is still exploring its 

relationship to machine learning and visionary computing

Research Plan
• Research and investigation of the technology underlying machine learning and visionary 

computing in terms of quantum algorithms.

Roles & Related Research Theme
• Investigate direct and indirect connections to machine learning from the aspect of 

quantum algorithms and explore themes that can be linked.

Quantum Machine 
Learning



Detection and tracing the 
interstellar gas clouds in 
pictures and move of the 
numerical hydrodynamical 
simulation of a galaxy

Relationships and Current Results
• Introducing how to apply and to use external computational resources

Research Plan
• Development and acceleration of detection and tracking methods for specific objects in 

images and videos

Roles & Related Research Theme
• Performing large-scale galaxy simulations using Supercomputers and analyzing the 

simulation pictures and movies using state-of-art image recognition techniques.

Visualization



Important Features Selection and Classification 

of Adult and Child from Handwriting Using 

Machine Learning Methods
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Outline of the Study

➢ Motivation of the Study

➢ Objective of the Study

➢ Materials and Methods

❑ Dataset Preparation 

❑ Proposed Methodology

❑ Acquired Features

❑ Feature Extraction

❑ Feature Selection

❑ Feature Scaling 

❑ Hyper-parameter tuning

➢ Experimental Result

➢ Conclusion 

➢ Extension of the Current Study

➢ References 
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Objective of the Study 

36

➢ Extract different types features from handwritten text and pattern datasets.

➢ Select the most efficient features for classifying adults and children.

➢ Propose an ML-based approach for automatically classifying people as

adults or children based on their handwritten text and patterns.

Vision Computing Platform Cluster



Proposed Methodology

➢ Divide the handwriting dataset into two sets: 

training phase (80%) and testing sets (20%).

➢ Preprocess the handwriting data.

➢ Extract various features from input data.

➢ Select the potential features using sequential 

forward floating selection (SFFS).

➢ Select the optimal parameters using a grid 

search. 

➢ Classify adult and child using SVM and RF.
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Steps of Proposed method: 

Vision Computing Platform Cluster



Dataset Preparation

➢ The resolution is 2560 ×1440

➢ Total number of subjects: 57

• Adult(age 19~27) : 26

• Child(age 12) : 31

• Each subject wrote the same of 

30 tasks (word) of hiragana.

Adult handwriting

Child handwriting

38

Group

name

Age

(years)

No. of

subjects

No. of written

words

Total

Samples

Child 12 31 30 930 (31×30)

Adult 19 -27 26 30 780 (26×30)

Summary of the dataset

Text Dataset

Vision Computing Platform Cluster



Dataset Preparation (Cont.,)

➢ The resolution is 2560 ×1440

➢ Total number of subjects: 81

• Adult(age 19-43) : 42

• Child(age 8-13) : 39

• Each subject ask to draw 4 lines as 

zigzag and periodic lines (trace and 

predict).

• Repeat the tasks into 3 times

39

Summary of the dataset

Handwritten Pattern Dataset

Group Age 

(years)

No. of 

subjects

No. of 

task

No. of 

repeat

Total 

samples

Child 8~13 39 4 3 468 

(39×4×3)

Adult 19~32 42 4 3 505 

(42×4×3)

Zigzag line sample and painted

PL line sample and painted

Vision Computing Platform Cluster



Dataset Preparation (Cont.,)

➢ The handwritten dataset was obtained 

using a pen tablet system.

➢ The tablet was connected to a laptop 

PC running Windows 10. 

40

Device

➢ Elapsed time from the start of the test

➢ Writing pressure

➢ x coordinate, y coordinate

➢ Vertical component height

➢ Horizontal component direction

Collect 6 raw features List of Extracted Feature Names

Vision Computing Platform Cluster



Feature Scaling & Tuned Hyperparameters

41

➢ We standardization the extracted features using the following formula:

z =
X − 𝛍

𝝈

➢ Where X is the original feature vector; 𝛍 is the mean of that feature vector, and 𝛔 is its

SD. The value of z lies between 0 to 1.

CT Hyper-parameters 

SVM

C: [[0.0001, 0.001, 0.01, 0.1, 1, 10, 100,

1000], kernel: [‘linear', ‘rbf’, ‘poly’,

‘sigmoid’], and gamma: [0.00001,

0.0001, 0.001, 0.01, 0.1, 1]

RF

max_depth: [2,3,5,10, None],

n_estimators: [50,100,200,300,400],

min_samples_split: [2, 3, 10],
min_samples_leaf: [1, 3, 10], bootstrap:

[True, False], criterion: [‘gini’,

‘entropy’]

Feature Scaling: 

List of hyperparameters utilized this study

➢ To improve the accuracy of classifiers, it is 

necessary to determine the optimal value of 

hyperparameters. 

➢ Tuned the hyperparameters using grid search 

method. 

➢ We choose the hyperparameters that will 

provide the highest accuracy

Vision Computing Platform Cluster



Experimental Result
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Baseline characteristics of adult and child

Variables Overall Adult Child p-value1

Handwritten text dataset

Total, n (%) 57 26 (45.6) 31 (54.4)

Gender, Female (%) 27 (47.4) 11 (42.7) 16 (59.3) 0.483

Age, Mean±SD 19.2 ±10.2 27.3 ±10.5 12.5 ±0.3 <0.001

Handwritten pattern dataset

Total, n (%) 81 42 (51.9) 39 (48.1)

Gender, Female (%) 48 (59.3) 31 (64.6) 17 (35.4) 0.0025

Age, Mean±SD 17.8±7.9 23.9±4.9 11.8±1.6 <0.001

➢ For handwritten text dataset,

the overall prevalence of adult

and child was 45.6% and

54.4% and their averages age

were 27.3±10.5 and 12.5 ±0.3

years.

➢ About 42.7% and 59.3% of

adult and child were female.

➢ For handwritten pattern

dataset, 64.6% and 35.4% of

adult and child were female.

➢ Age and gender (except gender for text data)

were significantly associated with adult and

child for both handwritten text and pattern

dataset.

Vision Computing Platform Cluster



Experimental Result (Cont.,)
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Table 5: Performance scores of SVM and RF

➢ RF-based classifier achieved an accuracy

of 93.5% and AUC of 0.980 which are

comparatively better than SVM.

CT # of Features ACC Rec Prec f1-score AUC

SVM 15 87.7 92.4 85.9 89.1 0.919

RF 18 93.5 95.7 92.2 93.9 0.983

Expt.-1: Evaluation for Text Dataset 

Fig. 4: Identification of common features from SFFS-

RF and SFFS-SVM

CT ACC Recall Prec f1-score AUC

SVM 87.4 90.8 86.6 88.7 0.947

RF 91.5 93.0 91.5 92.3 0.967

Table 6: Performance scores of SVM and RF for 11 common 

features

➢ RF also produced higher classification

accuracy of 91.5%, and AUC of 0.967

compared to SVM.

➢ Finally, we may conclude that RF provide

better performance scores than SVM for the

prediction of the adult and child for

handwritten text dataset.

Vision Computing Platform Cluster



Experimental Result (Cont.,)
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Table 7: Accuracy of SVM & RF

Expt.-2: Evaluation for Pattern Dataset 

Fig. 4: Identification of common features from SFFS-RF &

SFFS-SVM: Feature from (a) trace of zigzag line, (b)

prediction of zigzag line, (c) trace of PL line, (d) prediction

of PL line, and (e) all handwritten patterns

➢ RF produced 89.8% accuracy with only 9 features for

the prediction of PL line. Whereas, SVM produced

87.7% accuracy for the selected 12 features.

➢ RF also produced higher accuracy of 89.8% with 9

common features, whereas, SVM provided 79.5%

accuracy. Finally, we can say that RF performed better

incase of our experiment than SVM.

Line Types # of features RF # of features SVM

Zigzag trace 19 83.7 26 71.4

Zigzag predict 13 85.7 3 75.5

Pl trace 24 73.5 7 79.6

Pl predict 9 89.8 12 87.7

All 25 85.6 28 82.1

Line Types # of features RF SVM

Zigzag trace 18 79.5 71.4

Zigzag predict 2 73.4 69.3

Pl trace 7 83.6 79.5

Pl predict 9 89.8 79.5

All 23 84.1 85.1

Table 8: Accuracy of SVM & RF for common features 

Table 9: Performance scores of SVM & RF for common 

features 

Vision Computing Platform Cluster
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Experimental Result (Cont.,)

➢ As shown here, Our proposed SFFS with RF (SFFS-RF) model produced higher

accuracy compared to SFFS with SVM (SFFS-SVM) to classify adult and child

based on their handwritten text and handwritten pattern

Authors Year Data types ACC (%)

Guimaraes et al. [4] 2017 Sentences Prec: 95  

Rizwan et al. [17] 2021 FG-NET (Face) 94.6

Özkan and Turan [18] 2018 FG-NET 78.5

Goshvarpour [19] 2019 ECG 94.6

Ilyas [20] 2020 Auditory perception 92.0

Reade [21] 2015 FG-Net 82.0

Tin [22] 2012 FG-Net 92.5

Our proposed 2022 Handwritten text 93.5%

Handwritten pattern 89.8%

Table 11: Accuracy comparison with the existing similar studies

Vision Computing Platform Cluster



Conclusion and Extension of this work

➢ Classification of adults and children by handwriting text can be done with 93.5

% accuracy and 89.8% accuracy for handwriting pattern.

➢ By increasing the number of subjects, it is expected that the accuracy will 

increase and decrease the number of features.

➢ This study will provide evidence of the possibility of classifying adults and

child based on their handwritten texts and patterns.
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➢ Extract more features from the input data

➢ Add more subjects to get the better performance of classifiers.

➢ Apply different ML and deep learning-based approaches to classify adults and

child’s and compared their performances with our current study

Extension of this study:

Conclusion:

Vision Computing Platform Cluster
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Pattern Processing Lab. 54

Hand Gesture and Numeral 
Recognition with Kinect Sensor

Purpose

・ Recognition of written numeral and Calculation in the 3D
space by the handwriting.

Motivation

・ Hand gesture recognition is an important research issue in 
the field of Human-Computer-Interaction, because of its 
extensive applications in virtual reality, sign language 
recognition, and computer games. 



Pattern Processing Lab. 56

Hand Gesture and Character Recognition 
Based on Kinect Sensor [1] 

[1] T. Murata, Jungpil Shin, “Hand Gesture and Character Recognition Based on Kinect Sensor,” International Journal of 

Distributed Sensor Networks [SCI], Vol. 2014, Article ID 278460, July 2014. http://dx.doi.org/10.1155/2014/278460

http://dx.doi.org/10.1155/2014/278460


Pattern Processing Lab. 57

SimulationDetected 
left & right 

area

Input 

Output 



Pattern Processing Lab. 58

Gestural Flick Input-based Non-touch 
Interface for Character Input:



Hand Gesture Based User Authentication System 
using 3D motion capture
Research Objectives and Proposed Method
➢ Optimal feature selection based user authentication system (about 600 

features extracted)

➢ Hand gestures are used instead of text-based or pattern-based even biometric

The problem of the previous research
➢ The leap motion has different parameters and it is difficult to access all of 

these to authenticate the users.

➢ Biometrics and key pattern authentication are not secure because attackers 

can easily crack patterns.

Novelty

➢ Use dynamic hand gesture data to recognize the users

➢ Machine-learning approaches will be used to authenticate the users

➢ Build a convenient, low cost motion capture system that can be used for 

recognizing the person while performing daily life activities.

Data Collection

Data Preprocessing

Feature Extraction

DP Matching

Reference Gesture Generation

Feature Vector Generation

Gesture parameter selection

ReliefF

Parameter Ranking

Authentication using DP Authentication using SVM

Classification Classification

Evaluation
(hand gesture) (hand gesture simulation)

Leap motion

Proposed model
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Leap Motion controller



Deep Learning-based Hand Pose Estimation for Human-
Computer Interaction: Related Research Achievement

⮚ List of Achievement based on Hand Gestures (References)

1. Shin, Jungpil, and Cheol Min Kim. "Non-touch character input system based on hand
tapping gestures using Kinect sensor." IEEE Access, Vol. 5 (2017): 10496-10505.

2. Rahim, Md Abdur, Jungpil Shin, and Md Rashedul Islam. "Gestural flick input-based non-
touch interface for character input." The Visual Computer (2019): 1-14.

3. Rahim, Md Abdur, Jungpil Shin, and Md Rashedul Islam. "Hand gesture recognition-
based non-touch character writing system on a virtual keyboard." Multimedia
Tools and Applications (2020): 1-24.

4. Murata, Tomoya, and Jungpil Shin. "Hand gesture and character recognition based on
kinect sensor." International Journal of Distributed Sensor Networks 10, no. 7 (2014):

278460.
5. Rahim, Md Abdur, and Jungpil Shin. "Hand Movement Activity-Based Character Input
System on a Virtual Keyboard." Electronics, Vol. 9, no. 5 (2020): 774.

6. Rahim, Md Abdur, Md Rashedul Islam, and Jungpil Shin. "Non-Touch Sign Word
Recognition Based on Dynamic Hand Gesture Using Hybrid Segmentation and
CNN Feature Fusion." Applied Sciences, Vol. 9, no. 18 (2019): 3790.

7. Rahim, Md Abdur, Jungpil Shin, and Md Rashedul Islam. "Human-machine interaction
based on hand gesture recognition using skeleton information of Kinect sensor."

the 3rd international conference on applications in information technology, pp. 75-79. 2018.
8. I. M. Rashedul, U. K. Mitu, R. A. Bhuiyan, and J. Shin. "Hand gesture feature extraction
using deep convolutional neural network for recognizing American sign
language." In 2018 4th International Conference on Frontiers of Signal Processing (ICFSP),
pp. 115-119. IEEE, 2018.,



Related Research Achievement

Reference Method Advantages Accuracy

Ref. [1] Hand Tapping Gestures Non-touch character input 94.3% 
(Finger alphabet)

Ref. [2] Recognize the position and 
state of the hands 

Gestural Flick input 
introduced for non-touch 
character input

98.61% (characters) 
97.50% (motions 
gestures)

Ref. [3] Image processing, deep 
learning, and support 
vector machine. 

Virtual Keyboard based 
non-touch character input

Avg. Recognition 
accuracy 97.93% 

Ref. [4] DP matching Numerical & alphabetical  
character recognition

95.0 % and 98.9%

Ref. [5] Analyze the accelerometer, 
gyroscope, and EMG signal

Movement Activity-Based 
Character Input 

96.57%

Ref. [6] Hybrid segmentation and 
CNN

Sign Word Recognition 97.28%

Ref. [7] Skeleton Information Numeric number 96%

Ref. [8] Deep Neural Network American Sign Language 94.57%

• Depth cameras/sensors like Kinect, Leap motion, RGB-D are used



❑ Hand pose estimation 
➢ Determine 3D locations of hand joints
➢ Require depth images
➢ May also need RGB images

3 Technologies for HCI using Human Hand

❑ Hand tracking
➢ Associate the same hand over consecutive video 

frames
➢ Works on RGB image

Keypoints

❑ Modelling a Hand

Shape model
Describe the shape of a hand

Kinematic model
Describe DoF of hand joints

Shape and Kinematic model



Machine 
Learning

❑ Detection
➢ Find the local region with the hand in the image and crop it

❑ Mapping
➢ Map the hand image to the locations of its joints.

❑ Refinement
➢ Apply proposed method to refine the estimation

Steps for Hand Pose Estimation

Method

• directly learning a map between the image and pose

RGB image

3D joint 
locations
(or model 

parameters)



Research Target

RGB image
Machine 
Learning

3D joint 
locations
(or model 

parameters)

Recognize Hand 
Gesture Activity

Non-touch Input Command

Character input

Sign Language Recognition

Robotic instruction

Interacting with an 
object/motion detection

Clinical and health recognition



American sign language alphabet 
❏ American sign language is a sign language used in English-speaking countries such as

the United States and Canada, and can express the letters of the alphabet from A to Z

with one hand.



Previous study
Table 1. Previous works performances at a glance including the approach and classifier used.

[1]
[2]
[3]
[4]
[5]
[6]
[7]
[8]
[9]

[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]
[20]
[21]
[22]

1   Followed sensor-based approaches; 2  Followed vision-based approaches.



Purpose

❏ Using a WEBCAM to recognize American sign language

alphabet

❏ Applying joint estimation data to character recognition

American sign language alphabet Web Camera



Distance based feature

❏ Using the distance between two joints as a feature

❏ We used the Euclidean distance between two points

❏ Using z score normalization

❏ A total of 190 features are obtained.



Angle based feature

❏ Using angle-based features for recognition.

❏ We used the angle between the vector obtained from the two 

points and the xyz axis.

❏ A total of 630 features are obtained.



Results Analysis 

Table. Obtained experimental results for considered datasets by using SVM and light GBM.

Table . Average hand pose estimation time (Average HPET), average feature extraction time
(Average FET), prediction time per sample (PTPS), recognized frames per second (RFPS), and
required memory to load final trained model (Req. Memory) for all three datasets using SVM. 
All times are measured in seconds.



Comparison with Previous Studies 

Table. Comparison with other existing works.

[1] Jungpil Shin, Akitaka Matsuoka, Md Al Mehedi Hasan, Azmain Yakin Srizon, “American Sign

Language Alphabet Recognition by Extracting Feature from Hand Pose Estimation”, Sensors (MDPI)

[SCI], Vol. 21, Issue 17, https://doi.org/10.3390/s21175856, Aug, 2021. Impact Factor: 3.576



Extraction Results



Demo Video

30 sec



Conclusion

78

◼ This research has presented a non-touch interface technique 

◼ Introduce novel techniques that allow tracking hand gestures

◼ Describes experimental results, new frameworks, evaluations and 
interactive applications

◼ Gesture flick input system is proposed for character input.

◼ Hand gesture images are captured and machine learning techniques are 
implemented.

The achieved accuracy has become more successful and it leads to better 
results than state-of-the-art systems.

Part 5



Fitness Movement Types and 

Completeness Detection Using a Transfer-

Learning-Based Deep Neural Network

[1] Kuan-Yu Chen, Jungpil Shin, Md. Al Mehedi Hasan, Jiun-Jian Liaw, Okuyama
Yuichi, Yoichi Tomioka, “Fitness Movement Types and Completeness Detection
Using Transfer Learning Based Deep Neural Network”, Sensors (MDPI) [SCI], Vol. 22,
Issue 15, https://doi.org/10.3390/s22155700, July, 2022. Impact Factor: 3.847
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Outline

■ Introduction

■ Motivation

■ Proposed method

■ Data Collection

■ Yolov4、Mediapipe、MLP

■ Evaluation Method

■ Experiment

■ Experiment setup

■ Results and Comparison

■ Conclusion
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Introduction – Fitness recognition

■ Fitness movements can be

detected using image recognition.

■ Fitness recognition already has

good applications.

■ Like games and AI fitness

coaches, it can assist people in

fitness.

■ Therefore, the use of images to

detect fitness movements has

become a very important research.

82Vision Computing Platform Cluster



Proposed method  – Method flow

84

Data Collection

Training image dataset 𝑰𝒕𝒓 Testing image dataset 𝑰𝒕𝒕

Training video dataset V𝒕𝒓 Testing video dataset V𝒕𝒕

Label dataset L𝒕𝒓 Label dataset L𝒕𝒕

Train Yolov4 Fitness type detection by Yolov4

Mediapipe pose detection
Automatically adjust the NoI

(Node of interest)

Output the signal as a waveform

Waveform Analysis by MLP

Waveform database 𝑾𝒕𝒓 and 𝑾𝒕𝒕

Performance evaluation

Vision Computing Platform Cluster



Proposed method  – Database 
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1.Squat 3.Push-up

2.Pull-up 4.Sit-up

5. Standing

6. Biceps-curl

Vision Computing Platform Cluster



Proposed method  – Database 
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7. Bulgarian-split-squat

8. Bench-press

9. Lateral-raise 11. Dumbbell-rowing

10. Overhead-press 12. Triceps-extension

Vision Computing Platform Cluster



Proposed method  – Training database

■ We collected images containing

12 fitness movements.

■ The images of the fitness

movement are taken from 10

users.

■ The database contains 12 types

fitness movements by 10 users.
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Proposed method  – Training database

■ The images of each step of each fitness movement will

be added to the database.

■ Each user will be photographed with more than 3 angles

of fitness movements.

93Vision Computing Platform Cluster



Proposed method  – Test database

■ 10 test-videos from 10 users

■ Test-video database from 10 users:

❑ 5 videos from the gym

❑ 5 videos from the home room

■ Each user does 12 type fitness movements.

94Vision Computing Platform Cluster



Training and testing for Yolov4

■ Training-images contains Online images and images of

10 users.

■ Testing-images contains images of 10 users.

❑ Training-images: 12301

❑ Testing-images: 3823

95Vision Computing Platform Cluster



Combining Yolov4 with Mediapipe

■ After completing the Yolov4 detection, use Mediapipe to

detect the nodes of the human body.

■ Then calculate the node of interest (NoI) of each fitness

movement, and store the one-dimensional signal of NoI

to create a database W

96Vision Computing Platform Cluster



Yolov4 and Mediapipe result
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Yolov4 and mediapipe result video
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Training and testing for MLP

■ These signals are divided into Complete, No-Complete,

No-movement，and divided into training and testing.

98

Complete No-Complete No-movements
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Evaluation index

99

■ Training time

■ Accuracy

■ mAP

■ Precision

■ Recall

■ F1-score

• The computer used is:

• CPU: i7-1185G7

• GPU: GTX-1650Ti

Vision Computing Platform Cluster



Experimental setup for Yolov4

101

■ Yolov4

❑ batchsize=64

❑ Imagesize=416*416

❑ Class=12

❑ Iteration=10000~100000

❑ Filter=51 (filter = (class+5)*3)

❑ classes = 12

■ Result

❑ Training time is 253 hours.

❑ The final loss is 0.4475

❑ Iteration is 100000.

❑ Total image: 12301

❑ Users: 10

Vision Computing Platform Cluster



Experimental setup for MLP

■ Class

■ Complete

■ No-Complete

■ No-movement

102Vision Computing Platform Cluster



Experimental results
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■ Using the results from the testing set.

■ When iteration is 50000, get the best results.
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Results and Comparison

106

■ The result of timely classification of fitness movements

using Yolov4, Accuracy is 98.56%.

■ Compared to other methods, we get the highest

performance.

Vision Computing Platform Cluster



Results and Comparison
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■ The classification result of

fitness completeness using

MLP is 92.84%.

■ Get higher performance

compared to other methods.
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Conclusion
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■ This paper proposes a deep transfer learning method,

establishes a complete fitness database for training

Yolov4, and combined with Mediapipe.

■ With sufficient training data, Detection can achieve

quite high accuracy and speed, Accuracy is 98.56%,

FPS is 17.5.

■ Using MLP to classify fitness completeness, Accuracy

is 92.84%.

■ Our proposed method achieves highest performance

on classification and completeness detection of fitness.
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Thank you for your attention
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